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ABSTRACT: The role of the intra- and intermolecular motion, i.e.,
molecular vibrations and the relative motion of reactants, remains largely
unexplored in the frustrated Lewis acid/base chemistry. Here, we address the
issue with the ab initio molecular dynamics (AIMD) study of CO2 binding by
a Lewis acid (LA) and a Lewis base (LB), i.e., tBu3P + CO2 + B(C6F5)3 →
tBu3P−C(O)O−B(C6F5)3 ([1]). Reasonably large ensemble of AIMD
trajectories propagated at 300 K from structures in the saddle region as
well as trajectories propagated directly from the reactants region revealed an
effect arising from significant recrossing of the saddle area. The effect is that
transient complexes composed of weakly interacting reactants nearly cease to
progress along the segment of the minimum energy pathway (MEP) at the
saddle region for a (subpicosecond) period of time during which the
dominant factor is the light-to-heavy type of relative motion of the vibrating
reactants, i.e., the “bouncing”-like movement of CO2 with respect to much
heavier phosphine and borane as main contributor to the mode that is perpendicular to the MEP-direction. In terms of how P···C
and B···O distances change with time, the roaming-like patterns of typical AIMD trajectories, reactive and nonreactive alike,
extend far beyond the saddle region. In addition to the dynamical portrayal of [1], we provide the energy-landscape perspective
that takes into account the hierarchy of time scales. The verifiable implication of the effect found here is that the isotopically
substituted (heavier) LB/LA “pair” should be less reactive that the “normal” and thus lighter counterpart.

1. INTRODUCTION

Carbon dioxide (CO2) is one of several chemical species which
are responsible for the greenhouse effect in the earth’s
atmosphere. At present, the annual volume of the anthro-
pogenic CO2 emissions is still alarmingly high. Concerns about
the future of the earth’s climate motivate the interdisciplinary
research of chemical techniques aiming at benign capture and
storage, as well as transformation of CO2 into usable
chemicals.1−3 From this viewpoint, an interesting and possibly
technologically relevant reaction is CO2 binding by the
frustrated Lewis pair (FLP) tBu3P/B(C6F5)3 at room temper-
ature ([1]); the zwitterionic adduct tBu3P−C(O)O−B(C6F5)3
dissociates at moderately elevated temperature (80 °C).4,5

+ ⎯ →⎯⎯ − −t 1Bu P B(C F ) tBu P C(O)O B(C F ) [ ]3 6 5 3
CO

3 6 5 3
2

Lewis bases (LBs) and Lewis acids (LAs) such as tBu3P and
B(C6F5)3 are too bulky to form a quenched Lewis adduct,
hence, the concept of frustrated Lewis pairs (FLPs). Despite
being relatively new, it applies to a wide range of LB/LA
combinations.6,7 Besides [1], FLPs bind N2O and SO2,

8−11

form adducts with relatively small olefins,12 and heterolytically

cleave H2;
6,13−15 the latter is a part of interesting transfer−

hydrogenation chemistries.16

A seminal paper by Stephan et al.6 has sparked vivid interest
in mechanisms of reactions involving FLPs and has led to
further discoveries.16 Progress has been made with regard to
the rationalization of FLP-chemistries both with experiment
and theory although the reactivity model is still actively
debated.17−20 Current conceptual base is limited in part
because analyses of FLP reactions from the viewpoint of
dynamics have not been performed until very recently:
awareness of possible dynamical effects has just recently
begun to rise.19−23 Still, the most commonly used quantum
chemical approach to mechanisms of FLP reactions is
inherently time-independent, i.e., the minimum energy pathway
(MEP) mapping of the potential energy surfaces (PESs) and
thermodynamics considerations.17,18

Here, we investigate the role of the intra- and intermolecular
motion, i.e., molecular vibrations and the relative motion of
reactants, in the mechanism of [1] with the direct ab initio
molecular dynamics (AIMD) simulations at finite (nonzero)
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temperature and PES exploration. For an accurate description
of both covalent and noncovalent interactions, we use the
current level of the dispersion-corrected density functional
theory (DFT-D);24 computational details are described in
section 2. In a broad sense of the question about mechanistic
role of multiscale nuclear motion in chemical and enzymatic
reactions, the work presented herein relates to prior
investigations of the post-transition state dynamics in large
chemical systems,25 the role of protein dynamics in enzyme
catalysis,26−29 nucleophilic substitution (SN2) reactions,30,31

and mechanisms of roaming reactions.32−34 Theory of the
heavy−light−heavy (HLH) reactions is also relevant for the
work presented herein.35

Specifically, our idea is that a combination of factors (i.e., the
difference of intrinsic time scales of the intra- and
intermolecular motion in {tBu3P + CO2 + B(C6F5)3} system,
the character of modes describing the relative motion of
reactants in transient tBu3P···C(O)O···B(C6F5)3 complexes, the
character and direction of the intrinsic reaction coordinate
(IRC) in the configurational space and the shape of the saddle
region) could lead to mechanistically significant transition state
recrossing dynamics with verifiable implications. Specific origins
of such an idea are as follows. In light of the results from a
recent AIMD study of the mechanism of H2 cleavage by tBu3P/
B(C6F5)3 pair,

19 one can expect that an interplay between the
vibrational modes of CO2, tBu3P, and B(C6F5)3 may play a role
in the mechanism of [1]. Due to the mass differences between
coreactants, i.e., relatively light CO2 versus considerably heavier
tBu3P and B(C6F5)3, one can expect that the hierarchy of time
scales of the relative motion of reactants could be
mechanistically significant. On the basis of the time-
independent energy landscape perspective of [1],36 we expect
some sort of coupling between IRC and modes which are
perpendicular to the MEP-direction in the broad saddle region
of PES; at the very least, one can anticipate some degree of
“wandering” between nearly degenerate transition states which
form a distribution in the broad and relatively flat saddle region.
The paper is organized as follows. All essential methodo-

logical aspects are described in Computational Methodology;
additional details are provided in Supporting Information (SI).
Background concisely presents most essential information
about the minimum energy pathway of [1]. Results and
Discussion presents all our results, both AIMD- and PES-based,
and a concise discussion of thereof. In section 5, we specifically
discuss general implications of the theory presented herein. The
Concluding Remarks complete the paper.

2. COMPUTATIONAL METHODOLOGY
AIMD Methodology. Molecular dynamics simulation is becoming

an important tool for understanding the physical (microscopic) basis
of molecular interactions in many areas of chemistry.27,37−40 Here, the
ab initio molecular dynamics (AIMD) simulations were carried out
with full account of the multidimensional potential energy surface
(PES) provided by the Born−Oppenheimer energy. The latter is
updated “on the fly” with each time step of the integration of Newton’s
equations of nuclear motion (with the velocity Verlet integration
algorithm). The AIMD implementation employed here, i.e., the
commercially available package TeraChem,41 allows for accurate
trajectory-propagation either with the conservation of the total energy
(potential energy plus kinetic energy) or with the constant-
temperature algorithm in the form of the Langevin thermostat, that
is, NVE (microcanonical ensemble) or NVT (canonical ensemble)
dynamical schemes. The NVT scheme using the Langevin thermostat
with the damping time τ is useful for describing a slow energy transfer

between the (reacting) solute and the solvent bath. Our approach to
nuclear motion is nonquantized, i.e., fully classical motion of atoms.
The fully quantized molecular dynamics is impractical at present due
to the size of the {tBu3P + CO2 + B(C6F5)3} system. The quasiclassical
approach that assigns the zero-point vibrational energy to the
harmonic modes of vibrations as initial conditions was not adopted
for reasons described in Supporting Information.

Ensemble of AIMD Trajectories. The main body of results
presented in this Article is based on an ensemble of 125 NVE
trajectories of fixed duration (2.5 ps per trajectory) propagated with
the time-step of 1 fs from the transition state of CO2 binding by tBu3P
and B(C6F5)3 molecules (TS-structure in Supporting Information
Figure S1) using standard sampling of the initial velocities within the
Maxwell−Boltzmann distribution at 300 K. After assignment of initial
velocities, the center of mass motion was removed. Out of 125
trajectories initiated at TS-structure, 28 trajectories have reached the
product-area while the rest of the trajectories retreated to the
reactants-area; all trajectories stayed in respective areas which they
have reached. Our statistical analysis is based on the ensemble of 312
500 AIMD snapshots of all 125 NVE trajectories propagated from the
TS-structure. We have checked that the total energy (potential energy
plus kinetic energy) was well-conserved for NVE trajectories
irrespective of areas they have eventually reached (product- or
reactants-areas). For diagnostics, a representative subset of NVE
trajectories has been compared with NVT dynamics using Langevin
thermostat with the typical solvent−solute relaxation time τ ≈ 2 ps.
No changes worth mentioning have been observed. Also, we have
checked that the pattern of dynamics is insensitive to the choice of the
initial structure within the saddle area of PES.

NVE Trajectory-Propagation from the Reactants-Area.
Mainly for diagnostics, we have performed reversal of a few randomly
selected NVE trajectories which retreated to the reactants-area from
the initial TS-structure; thermodynamic detailed balance and time-
reversibility of classical equations of atomic motion allows for that. In
the reactants-area where tBu3P, B(C6F5)3, and CO2 are nearly
separated, snapshots of both the geometry and all atomic velocities
of randomly selected trajectories which originated from the TS-
structure were taken followed by the reversal of all velocities. Thus,
obtained coordinates and velocities of atoms in {tBu3P + CO2 +
B(C6F5)3} system served as initial conditions for new NVE trajectories
heading from the reactants-area toward and eventually into the saddle
area.

Level of Theory. Calculations have been carried out with the
system formally in gas phase and with BLYP density functional in
AIMD simulations for reasons of balancing computational costs and
accuracy, the same as in the density functional PES calculations. The
dispersion-correction developed by Grimme et al.24 with fairly large
split-valence triple-ζ basis set 6-311g** with the polarization functions
on all atoms has been used.

RMSD. In the analysis of trajectories, we use the root mean squared
deviation (RMSD):

=
∑ ⃗ − ⃗

t t
r t r t

N
RMSD( , )

[ ( ) ( )]i
N

i i
0

0
2

(1)

In eq 1, ri⃗(t) is the position-vector of atom i at time t along trajectory,
and the sum includes either all N atoms or a select group of particular
interest; the reference structure corresponds to time t0. The initial TS-
structure (Supporting Information Figure S1) is our reference, i.e., t0 =
0 in eq 1; we exclude all hydrogen atoms from the sum in eq 1in order
to simplify RMSD analysis of full AIMD ensemble of 312 500
structures.

3. BACKGROUND: THE MINIMUM ENERGY
PATHWAYS OF CO2 BINDING

Prior to presenting the dynamical analysis of [1], let us briefly
review the minimum energy pathways (MEPs) of CO2 binding
by tBu3P/B(C6F5)3 pair calculated with the climbing image
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nudged elastic band method (CI-NEB) in our recent
study.36,42−44

+ +

→ − −

t

t 2

{ Bu P CO B(C F ) }

Bu P C(O)O B(C F ) [ ]
3 2 6 5 3

vdW

3 6 5 3

Following the routine procedure for MEP-mapping of PES,
reaction of [1] can be represented by a simplified description
(2) where the geometry-optimized van der Waals (vdW)
complex composed of all coreactants, i.e., {tBu3P + CO2 +
B(C6F5)3}

vdW, is the starting point. In our earlier PES
mapping,36 starting points of MEPs were optimized snapshots

from AIMD simulations of {tBu3P + CO2 + B(C6F5)3}
vdW. An

example of typical transition-state (TS) structure and the two-
dimensional PES of {tBu3P + CO2 + B(C6F5)3} system, E(P···
C, B···O), are shown in the Supporting Information (Figure
S1). On Figure 1, E(P···C, B···O) is shown on the background
of the trajectory-plots with the contour line spacing of 1.2 kcal/
mol; the chosen contour line spacing is about 2 kBT at 300 K
where kB is the Boltzmann constant. Additional information
about the MEP-picture of CO2 binding is presented in
Supporting Information (Figures S2−8).
The overall reaction pathway of 2 is given by an ensemble of

MEPs with meaningfully distinct TSs forming a distribution in

Figure 1. (A) Representative AIMD trajectories of the evolution of {tBu3P + CO2 + B(C6F5)3} system from the TS-structure to the product and to
the reactants region (blue and green, respectively). The reverse-propagated counterpart of the reactive trajectory is in dark yellow. The contour line
spacing of E(P···C, B···O) is 1.2 kcal/mol, i.e., ≈2 kBT at 300 K, and kB is the Boltzmann constant. (B) A comparison of the reactive trajectory (blue)
with boundaries of the ensemble of MEPs (solid and dashed red lines); the TS-structure from Supporting Information Figure S1 and C−P/B−O
projections of other TSs are in gray.36
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the shallow saddle area of multidimensional PES. The lack of
curvature of PES along the intrinsic reaction coordinate (IRC)
in the wide saddle area of PES, e.g., E(P···C, B···O) in
Supporting Information Figure S1, is an indication that
interactions between coreactants are rather weak and that the
TS-configuration {tBu3P···C(O)O···B(C6F5)3}

TS is not really
“unique”, and is, hence, an ensemble of TSs. Major components
of IRC are tBu3P ↔ B(C6F5)3 “breathing” mode and the CO2
bending vibrational mode (Scheme 1); the corresponding time
scales τBP and τOCO will be discussed further on in connection
with the dynamical picture of CO2 binding (vide inf ra sections
4.1 and 4.3). The harmonic frequency spectrum of
representative TS-structure (Supporting Information Figure
S1) has νo

TS ≈ −190 cm−1. Considering masses associated with
major IRC-components (Scheme 1), it is understandable that
νo

TS has a relatively small magnitude. In general, MEPs of 2
involve shortening of B···P distance from 5.91 Å (the initial
vdW-complex) to 4.25 Å (the product); formation of P−C and
B−O bonds is overall described as an asynchronous process. In
the TS-region, the Wiberg bond indexes (WBIs) of P−C and
B−O bonds are ≈80% and ≈30% of those in the product
(Supporting Information Figure S3).

4. RESULTS AND DISCUSSION
4.1. Dynamics of Interactions of CO2 with tBu3P and

B(C6F5)3. To probe dynamics of the chemical step in [1], we
have computed an ensemble of 125 AIMD trajectories at 300 K
as described in section 2. Typical trajectories of the evolution of
{tBu3P + CO2 + B(C6F5)3} system from the TS-structure to the
product and to the reactants region are shown in Figure 1A in
blue and green, respectively; the reverse-propagated counter-
part of the trajectory in blue is shown in dark yellow in Figure
1A. The two-dimensional PES E(P···C, B···O) is at the
background of the trajectory-plots in Figure 1A.
On Figure 1B, typical reactive trajectory (the trajectory in

blue from Figure 1A) is plotted against the outline of the
ensemble of MEPs and the distribution of TSs in the saddle
region.36 Figure 2 shows only essential details of typical reactive
trajectory; the dihedral angles of boron, the total dipole
moment d, selected Mulliken atomic charges, and the RMSD-
histogram are presented in Supporting Information (Figures
S9−11).
Both reactive and nonreactive trajectories propagated from

the saddle area have been typically observed to stray far away

from MEP for subpicosecond duration, about 0.75 ps for
trajectories in blue and green in Figure 1A. The saddle area
recrossing has relatively large magnitude in accordance with the
spatial dimensions of the phosphine···borane donor−acceptor
“pocket”, i.e., |Δ(P···C)| ≈ |Δ(B···O)| ≈ 1.25 Å, and involves
extended excursions to regions afar from the saddle area
(Figures 1 and 2). In terms of the evolution of C···P and B···O
distances with time, it is intuitively reasonable to generally
describe such patterns as “roaming phases”.
Data clearly indicates that dynamics of a light molecule

occurs on the “background” of a relatively slower dynamics of
the heavier coreactants (Figure 2a−d). Note that after the
initial rise to 0.6−0.7 Å level during the first few hundred
femtoseconds, the RMSD curve of representative reactive
trajectory has a relatively long flat segment with fluctuations
which are similar to those in the product area, i.e., δx ≈ δprod in
Figure 2d. On Figure 3, AIMD snapshots illustrate “turning-
points” at which the direction of the trajectory-propagation
reverses (see the trajectory in blue in Figure 1) due to collisions
of CO2 with either tBu3P or B(C6F5)3. As illustrated in Figure
3, the delocalization of the lone pair of phosphorus arises in
AIMD snapshots with a relatively short P···C distance, i.e., P···
C ≈ 2 Å; the magnitude of the total dipole moment could be
used as an indication of the resultant donor−acceptor
interactions.
The AIMD data presented above illustrates that (i) time

scales of the IRC components, i.e., tBu3P ↔ B(C6F5)3
“breathing” mode and bending of CO2 (Scheme 1), are such
that τBP > τOCO, and (ii) there is indeed certain latency of the
progression along IRC; the {tBu3P + CO2 + B(C6F5)3} system
does not descend from the TS-structure to the product (or to
the reactants-area) in a straightforward fashion. Amplitudes of
relatively fast translational and ro-vibrational motions of CO2 in
weakly interacting tBu3P···C(O)O···B(C6F5)3 configurations
which head toward the product or the reactants-area are limited
by the overall shape and spatial dimensions of the slowly
adjusting phosphine−borane donor−acceptor pocket.
The trajectory-patterns to which were refer here as “roaming

phases” (Figures 1 and 2) arise because a particular mode of
multiscale motion, i.e., the “roaming mode”, is dynamically
counteracting the potential energy driving force along the IRC-
direction. Primarily, straying away from the IRC-direction
occurs due to the “bouncing”-like motion of CO2 between
phosphine and borane (Figure 3c). Sideways CO2 movements

Scheme 1. Qualitative Decomposition of the Intrinsic Reaction Coordinate (IRC) of CO2 Binding
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causes some back-and-forth “jiggling” along IRC. Movement of
CO2 is accompanied by the vibrational variation of the
pyramidality of B(C6F5)3 and vibrations of phosphorus in
tBu3P.

45 Less important contributors to the “roaming mode”
are the low-amplitude P···C(O)O···B torsions coupled to
limited rotations around the P···C “axis” and relatively fast
intrinsic vibrations of CO bonds in CO2. The coupling
between IRC (Scheme 1) and the “roaming mode” is dynamical
in nature because sequential tBu3P ↔ CO2 and C(O)O ↔
B(C6F5)3 collisions make non-negligibly slowing impact on the
closing of the phosphine···borane “pocket”. Among all
trajectories, it was not uncommon to observe that movements

of CO2 within the evolving {tBu3P + CO2 + B(C6F5)3}
complex could cause tBu3P and B(C6F5)3 to completely part
ways during roaming phases thus causing trajectory to retreat to
the reactants region (vide inf ra).
A key point here is that IRC/MEP suggests that the passage

through the saddle region involves monotonous closing of the
phosphine···borane “pocket” with not fully synchronous but
matched shortening of both tBu3P

···CO2 and C(O)O···B(C6F5)3
distances in accordance with the PES profile, i.e., E(P···C, B···
O). That is not how the process goes with the account of the
kinetic energy of all three reactants, i.e., at 300 K in actual
AIMD simulations. In a nutshell, the dynamical effect found
here is that at room temperature CO2 moves within a rather
loose phosphine···borane pocket and sequential tBu3P ↔ CO2
and C(O)O ↔ B(C6F5)3 collisions either markedly suspend or
completely disrupt closing of the phosphine···borane “pocket”
despite the driving force along IRC. The donor−acceptor

Figure 2. Selected geometrical parameters of the trajectory in blue
from Figure 1: (a) B···P, C···P, and B···O distances; (b) C−O bonds
in CO2; (c) OCO angle; (d) RMSD curve (eq 1) with respect to the
TS-structure from Supporting Information Figure S1. All distances and
RMSD are in Å, time is in fs, and OCO angle is in degrees.

Figure 3. (a, b) Representative AIMD snapshots illustrating “turning
points” of roaming phase (the trajectory in blue in Figure 1). (c) An
overlay of 750 AIMD snapshots from the roaming phase with the
simplified portrayal of the “bouncing”-like motion of CO2 relative to
tBu3P and B(C6F5)3.
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interactions in the reacting complexes do take place as indicated
by the appearance of a relatively large dipole moment of about
4−9 D. However, collisions suspend the closure of the
phosphine···borane “pocket” and thus give rise to the
characteristically flat segment of RMSD curves as illustrated
in Figure 3: because of that, we think that “idling transient
configurations” is a suitable term to describe the phenomenon.
Note, however, that “idling” refers only to the temporarily
suspended closure of the phosphine···borane “pocket” but not
to the active movements of CO2 with respect to the phosphine
and borane. In terms of how C···P and B···O distances behave
as functions of time, the manifestation of “idling transient
configurations” is the roaming-like trajectory-pattern shaped
orthogonally to the direction of IRC in the saddle region.
Naturally, sequential tBu3P ↔ CO2 and C(O)O ↔ B(C6F5)3
collisions correspond to the mismatched shortening of tBu3P···
CO2 and C(O)O···B(C6F5)3 distances, i.e., shortening of P···C
distance together with the elongation of the O···B distance and
vice versa. That type of motion is perpendicular to the direction
of IRC in the saddle region of [1] (vide inf ra).
For diagnostic purposes and to add clarity to the discussion

from above, we have calculated a number of trajectories starting
directly from the reactants-area as described in section 2.
Propagation of trajectories from the reactants-area affirmed
main characteristics of trajectories propagated from the TS-
structure. Typical nonreactive scenario is the passage of
trajectory through the saddle of PES followed by one or
several collisions of CO2 with heavier coreactants which steer
the evolution back into the reactants region; as noted earlier, it
is not uncommon for movements of CO2 to make tBu3P and
B(C6F5)3 part ways. An example of that is the nonreactive
trajectory in Figure 4 showing a passage through the saddle area
of PES followed by (tBu)3P + CO2 collision and, about 150 fs
later, CO2 + B(C6F5)3 collision; B···P distance remains at about
5.35 Å in the short duration of sequential collisional

interactions. As a result of those sequential collisions, the
complex returns to the reactants-area. An opposite scenario is
illustrated by the reactive trajectory plotted in Figure 4 with
more details shown in Figure 5. In this case, sequential (tBu)3P

+ CO2 and CO2 + B(C6F5)3 collisions do take place, but the
net result does not prevent the system from reaching the
product region. Note that multiple large-amplitude passes
through the saddle area due to (tBu)3P + CO2 and CO2 +
B(C6F5)3 collisions form a typical pattern of a roaming phase,
just as previously shown in Figure 1 for trajectories initiated
from the saddle area. For the reactive trajectory plotted in
Figure 4, the B···P distance remains at about 5.4 Å for the
duration of the roaming phase (see also Figure 5); small-
amplitude “wiggling” of trajectories in Figure 4 is caused by fast
intrinsic vibrational motions in tBu3P···C(O)O···B(C6F5)3
complexes.

4.2. Statistical Analysis of Trajectories Initiated from
the Saddle Region. For a global description of tBu3P···
C(O)O···B(C6F5)3 configurations from reasonably large

Figure 4. Representative reactive and nonreactive AIMD trajectories
propagated from the reactants-area at 300 K as described in section 2.
The reactive trajectory is in black, and the nonreactive trajectory is
colored in accordance with the elapsed time. Two AIMD snapshots
illustrate the closest (tBu)3P···CO2 and C(O)O···B(C6F5)3 collisional
encounters along the nonreactive trajectory.

Figure 5. Details of representative trajectory of the evolution of {tBu3P
+ CO2 +B(C6F5)3} system toward the product directly from the
reactants-area of PES at 300 K (the trajectory in black in Figure 4): (a)
B···P, C···P, and B···O distances; (b) C−O distances in CO2; (c) the
total dipole moment (in Debye). All distances are in Å; time is in fs.
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ensemble of AIMD trajectories initiated from the saddle region,
we have carried out the two-dimensional statistical analysis of
RMSDs together with the total dipole moment, d. The two-
dimensional RMSD/d histogram (Figure 6a) has three major
features. The expected two features correspond to the dynamics
of the product and vdW-complexes in the reactants-area:
namely, d ≈ 14 D together with RMSDs clustered around 1.4 Å
and d < 3 D together with RMSDs broadly distributed around
1.5 Å. A statistically meaningful midway feature in Figure 6a is
in the area 5 D < d < 9 D together with RMSDs distributed
around 0.65 Å. All trajectory data unambiguously shows that
“roaming” trajectory-phases are indeed responsible for the

midway feature in Figure 6a. The relatively large magnitude of d
indicates a separation of positive and negative charges and thus
donor−acceptor interactions. The meaning of the midway
feature in Figure 4 is the dynamically active but also temporarily
idling state of the system that does not progress along the
reaction coordinate (vide supra). For comparison of the
selected structural characteristics of the ensemble of TSs, see
our earlier work for details regarding the ensemble of TSs of
[1],36 with the whole set of AIMD snapshots contributing to
the midway feature in Figure 6a given in Table S1 in
Supporting Information.

Figure 6. (a) Two-dimensional occurrence-histogram of the root mean squared deviations (RMSDs, in Å) and the total dipole moment (d, in
Debye) of the AIMD snapshots from all trajectories initiated from the saddle area of PES; 312 500 AIMD snapshots are taken into account. The
initial TS-structure (Supporting Information Figure S1) serves as a reference in RMSD calculations according to eq 1. (b) The occurrence of P···C/
B···O distances in {tBu3P + CO2 + B(C6F5)3} system based on AIMD trajectories initiated from the saddle point at 300 K. All distances are in Å.
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In the statistical sense, motion of CO2 within the
phosphine···borane “pocket” indeed has oscillatory character-
istics in the ensemble of all AIMD trajectories initiated from the
saddle area, reactive and nonreactive alike. On the basis of 312
500 AIMD snapshots, the occurrence of P···C/B···O distances
is shown as a contour plot of the two-dimensional histogram
(Figure 6b).46 Note that in the area corresponding to the
“idling” transient tBu3P

···C(O)O···B(C6F5)3 configurations
which we have discussed above, the occurrence of P···C/B···
O distances forms a distribution with two characteristic maxima
(α and β in Figure 6b); α arises as statistical representation of
tBu3P ↔ CO2 collisions, i.e., the turning points with the
relatively short P···C but long B···O distances (Figure 3a), and
β statistically represents C(O)O ↔ B(C6F5)3 collisions (Figure
3b). Note also that the line that could be drawn through α and
β in Figure 6b is orthogonal to the direction of IRC/MEP in
the saddle region (see the illustrating insert in Figure 6b). Just
as the classical harmonic oscillator is most likely to be found at
either of its two turning points, the alternating variations of P···
C and B···O distances during the subpicosecond roaming
phases (crossing of the saddle region) give rise to the statistical
picture shown in Figure 6b with maxima α and β.
Taking into account all from above, one can generalize our

results for chemical systems of LB···X···LA type with markedly
unequal masses of reactants; i.e., M(LB) and M(LA) are
(much) larger than M(X) where X could be CO2, N2O, or SO2,
and flat saddle regions similar to the saddle region of tBu3P···
C(O)O···B(C6F5)3 system. The expected manner in which
reactive trajectories should cross the saddle region is illustrated
in Scheme 2. Data presented in Figure 4 suggests that

trajectories which return to the reactant valley, i.e., nonreactive
trajectories, should as well contribute to the total ensemble of
turning points.
4.3. Electronic-Structure Details about Interaction of

CO2 with tBu3P and B(C6F5)3. Let us now briefly examine the
electronic structure picture of interactions between reactants
(Figure 7). An interaction of the lone electron-pair of
phosphorus, Lp(P), with the LUMO π*-orbital of CO2,
π*(CO2), gives rise to the {Lp(P) + π*(CO2)} molecular
orbital, the highest occupied molecular orbital (HOMO) for all
transient configurations. The lowest unoccupied orbital
(LUMO) of transient {tBu3P + CO2 + B(C6F5)3} config-
urations is localized on B(C6F5)3 with the boron-centered p-

component “mixed” with the orbitals of the perfluoro aromatic
rings. The electronic structure analysis of AIMD trajectories
and representative MEP indicates that CO2 binding is a charge-
shift process,47 involving phosphorus as the “primary donor”.
During roaming phases, electrostatic interactions between
atoms with the partially positive and negative charge, i.e.,
O(δ‑)/B(δ+) and O(δ‑)/C(δ+) and O(δ‑)/F(δ‑), are mechanistically
important. At short-range B···P distances, boron together with
the perfluoro aromatic rings accepts electron density from
{Lp(P) + π*(CO2)} and possibly from the oxygen-centered
occupied π orbitals of CO2 (π(OCO)). Although at the DFT
level of theory it is problematic to evaluate the relative weight
of the two possible electronic configurations with either {Lp(P)
+ π*(CO2)} − LUMO(B(C6F5)3) or π(OCO) − LUMO(B-
(C6F5)3) molecular orbital interactions, both can be mechanis-
tically important because {Lp(P) + π*(CO2)} and π(OCO)
have a tendency to converge, since the perturbation theory
energy-analysis of C(O)O···B interactions shows considerable
magnitude of the second order interaction energy at the post-
TS stage of CO2 binding (Supporting Information Figures S7−
8).

4.4. Adiabatic PES-Viewpoint on CO2 Binding by
tBu3P and B(C6F5)3. At first glance, tBu3P and B(C6F5)3 in
TSs of [1], e.g., the TS-structure from Supporting Information
Figure S1, are in a favorable conformation for capturing CO2.
That is not really the case according to molecular dynamics
simulations; instead, there are significant roaming phases of
trajectories together with the overall latency in progression of
{tBu3P + CO2 + B(C6F5)3} along IRC. Knowing modes of
nuclear motion which make major contributions to IRC and
“roaming”, one can look at the energy-landscape picture of CO2
binding by tBu3P and B(C6F5)3 from adiabatic point of view by
considering the potential energy of {tBu3P + CO2 +B(C6F5)3}
as a function of P···C and B···O distances with the B···P
distance as a parameter, 2D-PESs E(P···C, B···O|B···P) from
Figure 8. Structures corresponding to local minima on 2D-PES
plots of E(P···C, B···O|B···P) at selected values of B···P distance
are shown in Figure S15 in Supporting Information.
For the B···P distances close to the value found in the TS-

structure, (B···P)TS ≈ 5.4 Å, the shape of E(P···C, B···O|B···P)
is such that only a very small energy-change arises from the
contraction of P···C together with the elongation of B···O and
vice versa, i.e., limited translational motion of CO2 in-between
tBu3P and B(C6F5)3 as major contributor to the “roaming”
mode the alternating variations of P···C and B···O distances. In
contrast to that, directions toward the area of the product-like
P···C and B···O distances are met with steeply rising slope of
E(P···C, B···O|B···P); the product-like energy-well begins
forming on E(P···C, B···O|B···P) at B···P < 5.0 Å.
Data presented in Figure 8 supports the notion of the

dynamically active, i.e., in terms of how P···C and B···O
distances evolve, but also temporarily idling (suspended) state
of the system that does not actually progress along the reactions
coordinate. An overall direction of excursions outside of the
saddle area in two-dimensional P···C/B···O space during
roaming phases (Figure 1) is in accord with the potential
energy landscapes shown in Figure 8; a specific region of the
localized trajectory-orbiting generally corresponds to the
shallow local minima located at relatively large P···C and B···
O distances (also shown in Figure 8).
The B···P distance constraint corresponds to the limit τBP →

∞ in the dynamical sense. Thus, τBP has the meaning of an
effective “dynamical frustration” of the chemical step in [1]. As

Scheme 2. Simplified Portrayal of the Crossing of the Saddle
Region by Typical Reactive Trajectory
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explained earlier, τBP is mass-sensitive, and longer τBP should
correspond to heavier LA and LB. Thus, isotopic substitution of
tBu3P/B(C6F5)3 should in principle increase τBP and thus the
latency of the progression along IRC toward the product.
Therefore, one can expect lower reactivity of the isotopically
heavier tBu3P/B(C6F5)3 pair versus the “normal” counterpart.

5. “AGILITY”−REACTIVITY RELATION FOR AN FLP

Since the discovery of the first FLP systems, the bulkiness of a
Lewis acid (LA) and a Lewis base (LB) has been regarded as an
essential safeguard of chemical reactivity which hinders the
quenching into a Lewis adduct. However, bulkiness translates

Figure 7. (a) Illustration of the frontier orbital interactions in the process of CO2 binding by tBu3P and B(C6F5)3. Considered are the reactants
composing the initial vdW complex, TS, and the product. Relative position of all MOs is in accordance with the orbital energies. For clarity, the
occupied orbitals are indicated with the pair of up/down arrows. Background information is in Supporting Information. (b) The electrostatic
potential (ESP) surface of representative transient configuration tBu3P···CO(O)···B(C6F5)3 from AIMD simulations; colors from red to dark blue
represent ESP values from the lowest negative to the most positive, respectively.

Figure 8. 2D-PESs E(P···C, B···O|B···P) at selected values of B···P distance; the potential energy is displayed relative to the marked local minimum
(in kcal/mol). The contour line spacing is 1 kcal/mol.
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into being heavy LA and LB, and thus perhaps a not so
conformationally “nimble” LA/LB pair of molecule.
For CO2 binding by tBu3P and B(C6F5)3 molecules, we show

that the B···P distance as an exemplary geometrical character-
istics of the phosphorus···boron “pocket” is dynamically
coupled with the formation of P−C/B−O bonds. The latency
of the tBu3P ↔ B(C6F5)3 mode of collective motion arises in
part due to the combined inertia of tBu3P and B(C6F5)3 which
relates to their molecular masses and also because of the
dynamical IRC-coupling of what we call herein “roaming
mode”. Thus, the isotopically substituted (heavier) tBu3P/
B(C6F5)3 pair is expected to be somewhat less reactive than the
“normal” (lighter) counterpart. The ratio of rate constants in a
chemical reaction using light versus heavy LA/LB pair should
provide information about an effect arising from mass-induced
differences in atomic (molecular) motions which we have
described herein. In principle, calculated with the molecular
dynamics the difference in the response time between the
isotopically heavy and light FLP at different temperatures could
be translated into the effective free-energy difference in the
barrier heights for comparison with experimental results.
However, at present there are no experimental data to motivate
such an elaborate and costly theoretical study. Also, kinetic
measurement using isotopic substitution of LA, LB, and CO2 in
combinations could provide even deeper insight into dynamical
effects relevant for the chemical step in [1].
There is a recent example of a conceptually similar effect

being validated with experimental methods albeit in a different
area of chemistry, i.e., the case of dihydrofolate reductase
catalysis.26 The microscopic mechanisms responsible for the
dynamical coupling effects described here and in the
aforementioned study are similar. Key similarity is a scenario
in which the difference in phenomenological rate constants
between the heavy and light versions of a “chemical
environment”, i.e., enzyme with an active site and tBu3P/
B(C6F5)3 pair with the phosphorus···boron “pocket” in our
case, arises in part because of the different participation of
motions responsible for the geometry of the “chemical
environment” in the reaction coordinate. At it has been
shown that isotopic substitution causes differences in environ-
mental coupling to the chemical step and thus protein
dynamics has a small but measurable effect on the chemical
reaction rate of “normal” enzyme versus the heavy (15N, 13C,
2H substituted) counterpart, the chemical step being slightly
but measurably slower in the heavy enzyme.26 That is quite
similar to the prediction we make here (vide supra).

6. CONCLUDING REMARKS
We have performed ab initio molecular dynamics simulations of
the process P(tBu)3 + B(C6F5)3 + CO2 → tBu3P−C(O)O−
B(C6F5)3 [1] at 300 K in gas phase using high level of quantum
chemical description of both covalent and noncovalent
interactions by the dispersion corrected density functional
theory (DFT-D3). The main body of our work is based on an
ensemble of AIMD trajectories which sufficiently elucidate both
the binding scenario and the return to the reactants-area;
trajectories were initiated from the saddle area of the potential
energy surface (PES) of the {tBu3P + CO2 + B(C6F5)3} system
using standard sampling of the initial velocities within the
Maxwell−Boltzmann distribution at 300 K.
From a general point of view, our results suggest a

connection between an “agility” and chemical reactivity for a
class of FLPs. Specifically, we show that the B···P distance in

reacting {tBu3P + CO2 + B(C6F5)3} is dynamically coupled
with the evolution of P···C/B···O distances. A slightly larger
latency of movement along the reaction coordinate is expected
to arise from a larger mass-related latency of tBu3P↔ B(C6F5)3
collective mode of motion in the isotopically heavier FLP.
Kinetic measurements using isotopically “heavy” FLP versus the
“normal” and thus lighter counterpart could be a way to verify
the mechanism found here.
Speaking of details, the passage of {tBu3P + CO2 +

B(C6F5)3} through the saddle area of PES has been found to
involve significant transition state recrossing dynamics with
subpicosecond duration. The collective mode of motion
involved in that has certain roaming characteristics and is
coupled to IRC. A parallel process with roaming reaction
pathways32 is more tangible considering the reverse of [1].
Dissociation of tBu3P−C(O)O−B(C6F5)3 adduct at elevated
temperature (≈100 °C) has been briefly examination in our
recent study, and we have indeed found first indications of two
main dissociation channels.36 As illustrated by Figure S15 in the
Supporting Information, CO2 can undergo limited translational
motion (roaming) between the separating tBu3P and B(C6F5)3.
For completeness, let us also mention that characteristics of the
“roundabout” mechanisms of SN2 reactions31 have similarities
to the mechanism found here.
Herein presented molecular dynamics modeling of the

chemical step in [1] did not include explicit solvent. In
principle, solvent molecule(s) could compete with CO2 for a
space in the phosphorus···boron “binding pocket” at a stage of
the merger of the first solvation shells of coreactants. Not to be
ignorant of the matter but not yet technically capable to
perform in-depth investigation, we have carried out exploratory
AIMD simulations of CO2 binding by tBu3P and B(C6F5)3
molecules in the extended molecular model including 30
explicit solvent molecules which sufficiently approximate the
first collective solvation shell of the tBu3P + CO2 + B(C6F5)3
system with tBu3P···B(C6F5)3 separation of up to 7 Å.
Considering the exploratory nature of these simulations, details
are presented in the Supporting Information (Figures S16−17).
These solute−solvent cluster simulations indicate the following:
(i) The hierarchy of van der Waals volumes of tBu3P, CO2,
B(C6F5)3 molecules and typical solvent molecule (toluene), i.e.,
VvdW(LA), VvdW(LB) ≫ VvdW(solv) > VvdW(CO2), effectively
hinders possible solvent−CO2 competition. Qualitatively
speaking, spatial dimensions of bulky tBu3P and B(C6F5)3
with separation of less than 6.5−7.0 Å provide an “umbrella
of protection” for the phosphorus...boron binding pocket. (ii)
Essential characteristics of roaming phases of “in-solvent”
AIMD trajectories are in full accord with those based on
modeling not using explicit solvent (vide supra) except that with
tBu3P and B(C6F5)3 surrounded by explicit solvent the
phosphorus···boron pocket has an appreciably larger conforma-
tional inertia, and thus duration of the observed roaming phases
of “in-solvent” AIMD trajectories typically was slightly on the
upper side of 2 ps.
Let us conclude by saying that it has been realized quite early

on that, in addition to thermodynamics factors, i.e., the total
energy change and the TS-barrier heights which are reasonably
well-described by the nondynamical (static) potential energy
approach, dynamics ought to be considered as well in order to
fully understand and creatively use reactivity of FLPs. A similar
sentiment has been first expressed in connection to the
mechanisms of H2 activation by FLPs a few year ago.17c

However, for a considerable period of time matters of kinetics
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and dynamics in FLP-chemistries have not received due
attention neither from experimentalists nor theoreticians.
Results presented herein uncover for the first time
fundamentals of an intricate dynamical coupling effect on the
chemical step in an FLP involving reaction; we do suspect that
this reveals only a tip of an iceberg and believe that a fertile area
lies ahead with regard to further investigations of effects of
dynamics on FLP chemistries.
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